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Abstract—In this paper, we consider medium access control
(MAC) policies for emerging systems that are equipped with fully
digital antenna arrays which are capable of adaptive multi-beam
directional communications. With this technology, a user can
form multiple simultaneous transmit or receive beams, allowing
for greater spatial reuse and higher network throughput. The
enabling technology that we consider is the ability to use digital
post-processing to form multiple receive beams in real-time
without a priori knowledge of the time and angle-of-arrival of
the transmission.

We present a novel unslotted, uncoordinated ALOHA-like
random access MAC policy for multi-beam directional systems
that asymptotically achieves the capacity of the network. Such
an approach is particularly useful for systems where propagation
delay makes the overhead associated with any sort of coordi-
nation prohibitive. We also consider the impact of numerous
practical considerations including power constraints, latency, and
beamwidth on the performance of our MAC policy.

Index Terms—Medium Access Control, MAC, Adaptive Beam-
forming, Multibeam, Directional Networking, Random Access,
Smart Antennas

I. INTRODUCTION

Fully digital beamforming antenna arrays that are capable
of adaptive multi-beam communications are quickly becoming
a reality. These antenna arrays allow users to form multiple
simultaneous transmit or receive beams within the same fre-
quency channel, while adaptively steering nulls to minimize
interference with other users. The benefits of such a directional
beamforming system are numerous, including higher spatial
reuse, higher data rates, and longer transmit ranges [1].

The enabling technology we consider is the ability of
a fully digital antenna array to dynamically form multiple
directional receive beams at the time of reception without
prior knowledge of the time or angle-of-arrival (AoA) of each
incoming transmission [2, 3]; i.e., the ability to form receive
beams a posteriori. This a posteriori reception is accomplished
by placing an analog-to-digital converter (ADC) behind each
antenna element, which allows the incoming signal to be
fully digitized and post-processed [4]. On the transmit side,
multiple data streams are digitally superimposed to produce
multiple independent transmit beams. This approach has high
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computational complexity [5], but has already been applied to
radar systems [6], and development is accelerating for its use
in mobile ad hoc communication systems [7].

This fully digital adaptive beamforming approach is in con-
trast to conventional beamforming systems where a receiver
must schedule a beam in the direction of the transmitter for
successful reception [8]. Conventional beamforming requires
users to know when and where to point both the transmit and
receive beams, necessitating complex coordination between all
users of the network. With the ability to dynamically form
receive beams in multiple directions on-the-fly, a user can now
behave as an omni-directional receiver while maintaining the
benefits of directionality. This enables the development of an
uncoordinated random access medium access control (MAC)
that was previously not possible for directional systems.

An uncoordinated random access MAC works well in sys-
tems with large propagation time relative to packet transmis-
sion time. There are numerous examples of such networks. For
example, an emerging area for communications are airborne
networks [9], where users can easily be hundreds of kilometers
apart from one another, leading to propagation delays on the
order of milliseconds. This includes both civilian [10] and
military airborne communications [11]. For military networks,
directional communications holds particular appeal due to its
inherent anti-jam properties [12]. Propagation delay can be
an issue in short-range networks as well. With the high gain
that these antenna arrays can achieve, data rates of tens of
gigabits per second will soon be realizable [13]. At 10 Gbps,
a 1 Kb packet is transmitted in 0.1 µs, which is equivalent
to the propagation delay across a distance of 30 meters. A
random access MAC that does not make use of reservation
messages and operates in an unslotted, uncoordinated fashion
will be particularly useful for these types of networks.

In this paper, we develop an uncoordinated, unslotted
ALOHA-like random access policy for adaptive multi-beam
directional systems that we title Multi-Beam Uncoordinated
Random Access MAC (MB-URAM). Our approach is uncoor-
dinated in the sense that each node acts independently of one
another. MB-URAM does not make use of any reservation
messages (such as scheduling or RTS/CTS) and does not
need to synchronize time slots or transmissions. Traditionally,
in omni-directional systems, random access approaches have
lower network throughput than TDMA scheduling [14], and
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moving from a slotted to an unslotted scheme results in
an additional decrease in network throughput [15]. How-
ever, for multi-beam directional systems, we demonstrate that
MB-URAM asymptotically achieves the maximum possible
throughput for any MAC approach, even a scheduled one.

In addition to presenting an asymptotic analysis of MB-
URAM, we analyze MB-URAM with respect to realis-
tic constraints that limit achievable throughput. We present
analysis and modifications for MB-URAM operating under
practical considerations, such as power constraints, realistic
beamwidths, and latency requirements. For power constraints,
we demonstrate that the problem of selecting the optimal
set of beams such that power constraints are not violated
is an NP-hard problem, but is optimally solvable in pseudo-
polynomial time. Larger beamwidths cause increased interfer-
ence between users, which decreases throughput; we present
analysis showing how beamwidth affects throughput using
MB-URAM, and we suggest modifications to increase the
policy’s performance. With respect to latency, MB-URAM is
tunable and we demonstrate that most of the network capacity
is achieved with relatively low delay in the network.

The remainder of the paper is organized as follows. In Sec-
tion II, we examine previous work in the area. In Section III,
we present the antenna and network model. In Section IV, we
introduce MB-URAM, and demonstrate that it asymptotically
achieves the network capacity. In Section V, we analyze MB-
URAM under a variety of practical considerations.

II. PREVIOUS WORK

Previous works for multi-beam systems have all considered
approaches that require significant coordination between users.
In [16] and [17], time division multiple access (TDMA) MAC
policies are considered. TDMA schemes require synchroniza-
tion and a complex distributed scheduling scheme to be run
across all of the nodes in the network. Slotted ALOHA-like
schemes are proposed in [18], but synchronizing time slots
across the network is challenging and potentially leads to
wasted throughput. Furthermore, any time slotted approach,
whether it be TDMA or slotted ALOHA, does not work
well for systems with large propagation delay relative to
the packet size: large guard times must be included so that
packets can be guaranteed to be received within a time slot
and not interfere with receptions in adjacent time slots [15].
Asynchronous schemes based on 802.11 that include channel
reservation messages (RTS/CTS) have been proposed in [19].
These schemes also do not work well when propagation delay
is large relative to packet transmission time; the network
spends most of its time waiting for the channel to be reserved
as opposed to transmitting data.

We note that a large body of work exists for single-beam
directional networks (where a node can form only one transmit
or receive beam at a time), with a survey of MAC protocols for
these systems being found in [20]. Due to the limiting nature
of only being able to form a single beam a time, none of these
consider an uncoordinated random access MAC approach.

III. ANTENNA AND NETWORK MODEL

We consider an array of antenna elements, where each
element is equipped with an ADC. The antenna array is
capable of digital beamforming, where the signals from each
element are combined to form multiple independent beams that
can be steered in all directions. By having an ADC at each
element on the receive side, the digital version of the received
signal can be copied and parallel-processed to effectively
form directional receive beams in all possible angle-of-arrivals.
Adaptive processing techniques allow nulls to be formed to
further suppress interference from adjacent beams. To transmit,
a complementary process is used to form a beam in the
direction of the destination [1, 2].

For simplicity, we consider a network operating in a two-
dimensional plane. We note that our results can be easily
extended to three dimensions. We assume a linear antenna
array composed of a total of K elements (for a 3-D network,
we would use a square array). An array of K elements can
form up to K simultaneous beams and nulls [1]. Each beam
potentially carries independent information. The antenna array
can transmit a total of P watts of power. The total transmit
power P is fixed; hence, forming multiple transmit beams
results in splitting the power between the multiple beams. If
k transmit beams are formed and the ith beam uses pi watts,
then the system power constraint is

∑k
i=1 pi ≤ P .

We consider a network that supports only a single data rate,
and that the power required for any transmission to be success-
ful between two users at that rate is known. Furthermore, we
assume all packets in the network are of the same size. Hence,
we normalize the data rate to be one packet per time unit. In
Section V, we extend our approach to allow for different rates
across any particular link by varying the transmit power. For
initial analysis, we assume that the system is single-channel.
In Section V, we consider a multi-channel system.

If a node is not transmitting, we say that it is in “receive
mode” and is listening across all possible receive beams. If a
packet being received at node v overlaps for any fraction of
time with node v’s transmission, the received packet at v is
assumed to be fully lost.

Beamwidth is a function of both the number of elements and
the choice of beamforming algorithm. Without any adaptive
techniques, an array of K elements at half-wavelength spacing
will have a half-power beamwidth of approximately 100◦

K [1].
Due to the variety of potential beam shapes from various
beamforming approaches, as well as to keep our analysis
tractable, we assume a “flat-top” antenna model, which ignores
side lobes and treats a directional beam as a wedge of width θ
degrees [21]. We assume any transmission or reception outside
of the beam has zero gain and can be ignored. Using this
model for directional beamforming, we have the following
constraints on reception and transmission: (1) a node can
receive simultaneous directional beams that are separated by
at least 1

2θ degrees, (2) a node cannot transmit simultaneously
to multiple users that are spatially separated by less than 1

2θ
degrees, and (3) a node cannot both transmit and receive
simultaneously (half-duplex constraints).
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performance. With respect to latency, our asymptotic analysis
relaxes any potential delay constraints within the network; MB-
URAM is tunable with respect to latency requirements, and we
demonstrate that most of the network capacity is achieved with
relatively low delay in the network. We also present analysis
for neighbor discovery for multi-beam directional systems.

The remainder of the paper is organized as follows. In
Section II, we examine previous work in the area. In Section III,
we present the antenna and network model. In Section IV, we
introduce MB-URAM, and demonstrate that our MAC approach
asymptotically achieves the network capacity upper bound. In
Section V, we analyze MB-URAM under a variety of practical
considerations.

II. PREVIOUS WORK

Previous works for multi-beam systems have all considered
approaches that require significant coordination between users.
In [], time division multiple access (TDMA) MAC policies
are considered. TDMA schemes require synchronization and a
complex distributed scheduling scheme to be run across all of
the nodes in the network []; this is particularly true in multi-hop
networks where coordination between users is made more diffi-
cult by the lack of a centralized scheduler. Slotted ALOHA-like
schemes are proposed in [], but synchronizing time slots across
the network is challenging and potentially leads to wasted
capacity. Furthermore, any time slotted approach, whether it be
TDMA or slotted ALOHA, does not work well for systems with
large propagation delay relative to the packet size: large guard
times must be included so that packets can be guaranteed to be
received within a time slot and not interfere with receptions in
adjacent time slots []. Asynchronous schemes based on 802.11
that include channel reservation messages (RTS/CTS) have
been proposed in []. These schemes also do not work well when
propagation delay is large relative to packet transmission time;
the network spends most of its time waiting for the channel to
be reserved as opposed to transmitting data [].

We note that a large body of work exists for single-beam
directional networks (where a node can form only one transmit
or receive beam at a time), with a survey of MAC protocols
for these systems being found in []. Due to the limiting nature
of only being able to form a single beam a time, none of these
consider an uncoordinated random access MAC approach.

III. ANTENNA AND NETWORK MODEL

We assume an array of antenna elements, where each element
is equipped with an analog-to-digital converter (ADC). The
antenna array is capable of digital beamforming, where the
signals from each element are combined to form multiple
independent beams that can be steered in all directions. By
having an ADC at each element on the receive side, the digital
version of the received signal can be copied and parallel-
processed to effectively steer directional beams in all possible
angle-of-arrivals. Adaptive processing techniques allow nulls to
be steered to further suppress interference from adjacent beams.
To transmit, a complementary process is used to form a beam
in the direction of the destination [? ? ? ].

For simplicity, we consider a network operating in a two-
dimensional plane. We note that our results can be easily
extended to three dimensions. We assume a linear antenna array
composed of a total of K elements (for a 3-D network, we
would use a square array). An array of K elements can form
up to K simultaneous beams and nulls []. We assume that the
antenna array can transmit a total of P watts of power. Each
beam potentially carries independent information. The total
transmit power P is fixed; hence, forming multiple transmit
beams results in splitting the power between the multiple
beams. If k transmit beams are formed and the ith beam uses
pi watts, then the system power constraint is

Pk
i=1 pi  P .

We assume that the network supports only a single data rate,
and that the power required for any transmission to be success-
ful between two users at that rate is known. Furthermore, we
assume all packets in the network are of the same size. Hence,
we normalize the data rate to be one packet per time unit. In
Section V, we extend our approach to allow for different rates
across any particular link by varying the transmit power. We
also assume a single-channel system; i.e., all users operate in
the same frequency channel.

Beamwidth is a function of both the number of elements and
the choice of beamforming algorithm. Without any adaptive
techniques, an array of K elements at half-wavelength spacing
will have a 3 dB beamwidth (i.e., half-power to half-power)
of approximately 108�

K []. With adaptive processing, side-
lobes can be reduced and the effective beamwidth can be
significantly smaller []. Due to the variety of potential beam
shapes from various beamforming approaches, as well as to
keep our analysis tractable, we assume a “flat-top” antenna
model, which ignores side lobes and treats a directional beam
as a wedge of width ✓ degrees. We assume any transmission
or reception outside of the beam has zero gain and can be
ignored. Using this model for directional beamforming, we have
the two following constraints on reception and transmission:
(1) a node can receive simultaneous directional beams that are
separated by at least 1

2✓ degrees, and (2) a node cannot transmit
simultaneously to multiple users that are spatially separated by
less than 1

2✓ degrees. In Figure 1, this flat-top model is shown
from the persepective of user u. If all users have a beamwidth
of ✓, then while user u has an active beam with j, u cannot
have a beam to or from i, but can have a beam to or from k.

We assume half-duplex constraints; i.e., a node cannot both
transmit and receive simultaneously. If a receive packet at
some node overlaps for any fraction of time with that node’s
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Fig. 1: Flat-top antenna model from the perspective of user u
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performance. With respect to latency, our asymptotic analysis
relaxes any potential delay constraints within the network; MB-
URAM is tunable with respect to latency requirements, and we
demonstrate that most of the network capacity is achieved with
relatively low delay in the network. We also present analysis
for neighbor discovery for multi-beam directional systems.

The remainder of the paper is organized as follows. In
Section II, we examine previous work in the area. In Section III,
we present the antenna and network model. In Section IV, we
introduce MB-URAM, and demonstrate that our MAC approach
asymptotically achieves the network capacity upper bound. In
Section V, we analyze MB-URAM under a variety of practical
considerations.

II. PREVIOUS WORK

Previous works for multi-beam systems have all considered
approaches that require significant coordination between users.
In [], time division multiple access (TDMA) MAC policies
are considered. TDMA schemes require synchronization and a
complex distributed scheduling scheme to be run across all of
the nodes in the network []; this is particularly true in multi-hop
networks where coordination between users is made more diffi-
cult by the lack of a centralized scheduler. Slotted ALOHA-like
schemes are proposed in [], but synchronizing time slots across
the network is challenging and potentially leads to wasted
capacity. Furthermore, any time slotted approach, whether it be
TDMA or slotted ALOHA, does not work well for systems with
large propagation delay relative to the packet size: large guard
times must be included so that packets can be guaranteed to be
received within a time slot and not interfere with receptions in
adjacent time slots []. Asynchronous schemes based on 802.11
that include channel reservation messages (RTS/CTS) have
been proposed in []. These schemes also do not work well when
propagation delay is large relative to packet transmission time;
the network spends most of its time waiting for the channel to
be reserved as opposed to transmitting data [].

We note that a large body of work exists for single-beam
directional networks (where a node can form only one transmit
or receive beam at a time), with a survey of MAC protocols
for these systems being found in []. Due to the limiting nature
of only being able to form a single beam a time, none of these
consider an uncoordinated random access MAC approach.

III. ANTENNA AND NETWORK MODEL

We assume an array of antenna elements, where each element
is equipped with an analog-to-digital converter (ADC). The
antenna array is capable of digital beamforming, where the
signals from each element are combined to form multiple
independent beams that can be steered in all directions. By
having an ADC at each element on the receive side, the digital
version of the received signal can be copied and parallel-
processed to effectively steer directional beams in all possible
angle-of-arrivals. Adaptive processing techniques allow nulls to
be steered to further suppress interference from adjacent beams.
To transmit, a complementary process is used to form a beam
in the direction of the destination [? ? ? ].

For simplicity, we consider a network operating in a two-
dimensional plane. We note that our results can be easily
extended to three dimensions. We assume a linear antenna array
composed of a total of K elements (for a 3-D network, we
would use a square array). An array of K elements can form
up to K simultaneous beams and nulls []. We assume that the
antenna array can transmit a total of P watts of power. Each
beam potentially carries independent information. The total
transmit power P is fixed; hence, forming multiple transmit
beams results in splitting the power between the multiple
beams. If k transmit beams are formed and the ith beam uses
pi watts, then the system power constraint is

Pk
i=1 pi  P .

We assume that the network supports only a single data rate,
and that the power required for any transmission to be success-
ful between two users at that rate is known. Furthermore, we
assume all packets in the network are of the same size. Hence,
we normalize the data rate to be one packet per time unit. In
Section V, we extend our approach to allow for different rates
across any particular link by varying the transmit power. We
also assume a single-channel system; i.e., all users operate in
the same frequency channel.

Beamwidth is a function of both the number of elements and
the choice of beamforming algorithm. Without any adaptive
techniques, an array of K elements at half-wavelength spacing
will have a 3 dB beamwidth (i.e., half-power to half-power)
of approximately 108�

K []. With adaptive processing, side-
lobes can be reduced and the effective beamwidth can be
significantly smaller []. Due to the variety of potential beam
shapes from various beamforming approaches, as well as to
keep our analysis tractable, we assume a “flat-top” antenna
model, which ignores side lobes and treats a directional beam
as a wedge of width ✓ degrees. We assume any transmission
or reception outside of the beam has zero gain and can be
ignored. Using this model for directional beamforming, we have
the two following constraints on reception and transmission:
(1) a node can receive simultaneous directional beams that are
separated by at least 1

2✓ degrees, and (2) a node cannot transmit
simultaneously to multiple users that are spatially separated by
less than 1

2✓ degrees. In Figure 1, this flat-top model is shown
from the persepective of user u. If all users have a beamwidth
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transmit and receive simultaneously. If a receive packet at
some node overlaps for any fraction of time with that node’s

θ/2 
θ/2 

u 

i 

j 

k 

Fig. 1: Flat-top antenna model from the perspective of user u

Fig. 1: Flat-top antenna model from the perspective of user s

In Figure 1, this flat-top model is shown from the perspec-
tive of user s. If all users have a beamwidth of θ, then while
user s has an active beam with j, s cannot have a beam to or
from i. However, s can have a beam to or from k.

For our analysis, we consider a network of N users where
all users are within communication range of one another; i.e.,
a complete graph. We assume any particular user knows the
location of all of its neighbors, which means that each user
knows the power necessary to transmit to any other user.
Users’ locations may be learned either through side channel
information, or through a neighbor discovery process that will
be discussed in Section V. We note that neighbor discovery is a
requirement for both coordinated and uncoordinated schemes.
Due to the uncoordinated nature of our proposed MAC, our
work can be easily extended to multi-hop networks.

A key metric that we use throughout the paper is network
throuhgput. We define network throughput as the number
of successful packet transmissions per time unit across the
network of N users. This metric is also sometimes referred
to as the network goodput [22]. Additionally, we will often
refer to the network capacity, which represents the maximum
possible network throughput. For analytical purposes, we
assume that all users always have data to send to any other
users. In Section V, we relax this assumption and consider the
effect of stochastic arrivals on network performance.

IV. UNCOORDINATED RANDOM ACCESS MAC FOR
MULTI-BEAM DIRECTIONAL NETWORKS

In this section, we develop Multi-Beam Uncoordinated Ran-
dom Access MAC (MB-URAM). In Section IV-A, we analyze
the network capacity under idealized settings. In Section IV-B,
we develop MB-URAM and demonstrate that it asymptotically
achieves the network capacity.

Our goal in this section is to perform asymptotic analysis
of the network throughput for multi-beam channel access
schemes . Thereby, we assume that beamwidths approach zero
and that sufficient power exists to support any desired number
of simultaneous transmissions. In Section V, we consider the
performance of MB-URAM under practical constraints such
as wider beamwidths and power limitations. We note that
the assumptions of narrow beamwidth and sufficient power
are not entirely unrealistic. As the number of array elements
grows large and more sophisticated adaptive beamforming al-
gorithms are used, almost arbitrarily small beamwidths can be
realized [1]. Furthermore, a large numbers of antenna elements
results in high antenna gain, which allows for sufficient power
to form many transmit beams.

A. Multi-Beam Network Throughput Analysis
We begin by deriving the network capacity for any possible

half-duplex MAC policy. We assume we have a network of
N users, all within range of each another. Hence, there exists
N(N − 1) possible links. Any connection between two users
supports a rate of one packet per time unit. With beamwidths
approaching zero, there is no interference between adjacent
beams; on the receive side, all incoming packets can be
successfully resolved. With the assumption of sufficient power
to support a link to any desired number of users, a user can
simultaneously transmit to all other users if it chooses to
do so. We assume half-duplex constraints; hence, only self-
interference exists in our network. For a packet transmission
to be successful, the receiving node cannot transmit to any
other node during the duration of a packet reception.

Recall that network throughput refers to the total successful
packet transmissions per time unit across all links throughout
the network. If during a unit of time, K links successfully
transmitted a packet, then the achieved network capacity is
K. The network capacity is the maximum network throughput
that can possibly be supported.

Theorem 1. The network capacity for a multi-beam network
with half-duplex constraints is 1

4N
2.

Proof: At any given moment, a user can either be
transmitting or receiving. We split the users into two groups:
n transmitters and N − n receivers. Each transmitter sends
a packet to each receiver. The total number of active links
is n(N − n). Maximizing with respect to n, we find that the
optimal solution is to have 1

2N transmitters and 1
2N receivers,

which gives a network capacity of 1
4N

2.
A similar upper bound on network capacity for multi-beam

systems was demonstrated in [17]. When N is even, we can
evenly split the total users between the transmit and receive
group, resulting in the network capacity of 1

4N
2. When N

is odd, we split the users into N+1
2 transmitters and N−1

2
receivers, which results in a network capacity slightly lower
than, but still upper bounded by, 1

4N
2. For the remainder of

this paper, we assume an even number of users.
The network capacity of 1

4N
2 is simply the maximum

number of links that can be active at any given time; it does
not specify a feasible schedule, nor is this rate necessarily
achievable. If we assume some sort of centralized scheduling
agent and we ignore propagation delay, guard times, and
overhead associated with synchronization, a simple policy that
proportionally serves all links and asymptotically achieves the
upper bound is the following: in each time slot, randomly
select N2 users as transmitters and N

2 as receivers, where each
transmitter simultaneously sends a packet to all N

2 receivers.
Consider two users, v1 and v2. The probability in any given
time slot that v1 is a transmitter and v2 is a receiver is 1

4 .
Hence, as time goes to infinity, every link is active in 1

4 of all
time slots. There are N(N−1) links in the network, with each
operating at 1

4 utilization. This gives a network throughput of
1
4N(N−1), which approaches 1

4N
2 as N grows large. We call

this policy Multi-Beam Synchronous Scheduling (MB-SS).
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B. Random Access MAC for Multi-Beam Networks

We now develop a random access MAC policy that asymp-
totically achieves the network capacity for multi-beam sys-
tems. First, we define the model and notation that we use to
describe and evaluate a random access MAC. Next, we present
a synchronous time slotted random access MAC that achieves
the network capacity. We then consider an asynchronous,
uncoordinated system, and we develop a random access MAC
that asymptotically achieves the network capacity.

1) Random Access MAC Model and Notation: To send a
packet, a node will wait a random amount of time R, after
which it will enter transmit mode, where that node will send
one packet to each of its neighbors. After transmitting the
packet, the node again waits a random amount of time R
before sending the next packet. During the waiting time, a
node is in receive mode and can successfully receive a packet
from any of its neighbors if it arrives entirely within the receive
window (i.e., it does not overlap with the start or end of a
transmit period). After the wait time R expires, a node will
transmit regardless of whether or not it is currently receiving
a packet. We refer to a node that is not transmitting and is
able to receive as idle. The probability density function of the
idle time R is fR(r), and has expected value E[R].

We define an interval as the amount of time between two
consecutive packet transmission starts. Since we consider a
single rate system where transmit rates have been normalized,
a packet takes one unit of time to transmit. All of the policies
we consider have a single packet transmission followed by
some idle period. Hence, an interval has length 1 + R with
expected duration 1 + E[R].

Each node in the network operates independently and in
uncoordinated fashion with respect to the behavior of any other
nodes. Furthermore, nodes do not change their behavior based
on whether or not they are currently receiving a packet. The
probability that a packet arrives at an idle node is simply the
time average that the destination node is idle:

Pidle =
E[R]

1 + E[R]
(1)

If a packet arrives during an idle period, the receiver must
remain idle for the duration of the packet reception for the
transmission to be successful. The probability distribution
function for the amount of time remaining in a idle period
starting at time t is labeled Y (t), which is known as the
forward recurrence time [23]. Given that a packet arrival starts
during an idle period, we label PY as the probability that the
node stays idle for at least one unit of time:

PY = P(Y (t) ≥ 1) (2)

The probability that a packet is successfully received is the
probability that a packet arrives during an idle period and that
the remaining time in the idle period is at least one unit:

Precv = PidlePY (3)

The transmission rate for each link is one packet per
interval. We label the time average transmit rate as:

λ =
1

1 + E[R]
(4)

Since each node acts independently and without coordina-
tion, we consider each packet transmission independently. The
successful throughput T per link is the packet transmit rate λ
multiplied by the probability of success of any individual
packet Precv:

T = λPrecv =
1

1 + E[R]

E[R]

1 + E[R]
P(Y (t) ≥ 1) (5)

The network throughput is then the number of links in the
network multiplied by link throughput: T ·N(N − 1), which
goes to TN2 as N becomes large.

2) Random Access MAC for a Synchronous Slotted System:
We begin by analyzing a synchronous time slotted system, for
which we propose a simple random access policy that achieves
the same link utilization for each link as MB-SS. In each time
slot, a user randomly and independently selects being either
a transmitter or a receiver with a probability of 1

2 . If a user
is a transmitter, it sends packets to all other N − 1 users in
the network. If a user is a receiver, it listens for packets from
all potential transmitters. We call this approach Multi-Beam
Synchronous Random Access (MB-SRA).

We now show that this approach achieves the network
capacity as the number of users grows large. We note that
since the system is perfectly synchronized across the network,
a packet always arrives perfectly at the beginning of a time
slot. Hence, if a packet arrives at an idle node, then the packet
will be successfully received. In other words, PY = 1.

Lemma 1. Multi-Beam Synchronous Random Access achieves
the network throughput of 1

4N(N −1). As N grows large, the
throuhgput approaches the network capacity of 1

4N
2.

Proof: The transmit rate of any node is λ = 1
1+E[R] = 1

2 ,
and the probability that a packet sees an idle node is
Pidle = E[R]

1+E[R] = 1
2 . Since we assume the system is perfectly

synchronized, PY = 1. Hence, the achieved link throughput is
TMB−SRA = λPidlePY = 1

2 · 12 · 1 = 1
4 .

With N(N − 1) links in the network, the achieved network
throughput is 1

4N(N − 1). As N grows large, the network
throughput approaches 1

4N
2.

For this scheme to achieve network capacity, we ignored any
overhead associated with synchronization. A perfectly time-
slotted system is not practical in networks of interest where
propagation delay is long relative to packet duration.

3) Random Access MAC for an Asynchronous System: We
now consider an asynchronous network without coordinated
time slots. Since propagation delay can be arbitrarily large
with respect to message size, carrier sense multiple access
(CSMA) can cause inaccurate channel assessment and the
RTS/CTS message exchange can become prohibitive [15]. We
develop a policy where each node acts independently and in
an uncoordinated fashion.
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As a baseline, we consider MB-SRA, but now operating
asynchronously. We refer to this scheme as Multi-Beam Asyn-
chronous Random Access (MB-ARA). A node still operates
using packet length time slots, as described above. These time
slots are not necessarily aligned with any other user’s time
slots. We maintain a transmit rate at any node of λ = 1

2 ;
hence, the probability that a packet arrives at node that is
idle is Pidle = 1

2 . We assume no guard times; i.e., a packet
occupies an entire time slot. Since the system is asynchronous
and propagation time adds additional delay to packets, the
probability that time slots are perfectly aligned across any
pair of users is effectively zero; in other words, we no longer
assume PY = 1. Since a packet will never arrive at the
beginning of a time slot, a receiving node must be idle in the
following time slot for a packet to be successfully received.
Hence, PY = Pidle.

The link throughput of this policy is: TMB−ARA =
λPidlePY = 1

2 · 12 · 12 = 1
8 , which gives a network throughput of

1
8N

2 as N grows large. This is exactly half of the throughput
of MB-SRA, which is as one would expect: the classic
ALOHA result for omni-directional systems has a network
throughput decrease from 1

e to 1
2e when going from slotted to

unslotted [15].
To provide insight, we further optimize MB-ARA. Maxi-

mizing throughput TMB−ARA with respect to Pidle (where
λ = 1 − Pidle), we obtain a value of Pidle = 1

3 , which gives
a link throughput of 4

27 = 14.81%. Instead of being idle half
of the time and transmitting half of the time, a node is idle 2

3
of the time, and transmitting 1

3 . A packet arriving at an idle
node has a higher probability of being successfully received,
but, this higher probability of reception success comes at the
cost of a lower transmit rate.

For a packet to have a high probability of being successfully
received, a receiver should remain idle for as long as possible.
Furthermore, any idle period that is a packet length or shorter
is not useful; no packet can ever be received during that
idle period, and that time would have been better utilized
transmitting. For idle time R, we wish to have a distribution
that allows PY to approach 1, and also prevents any wasted
transmission time due to short idle periods.

We now define the capacity achieving distribution RC ,
where x is a tunable parameter:

fRC
(r) =

{
r = 0, x−1

x

r = x, 1
x

(6)

If we maintain the requirement that a node operates using
packet length time slots, then x can be set to an integer
value, but x does not necessarily have to be integer; the only
requirement is that x > 1. If x ≤ 1, then no packet can be
successfully received during an idle time. As x grows large,
with high probability there is an idle time of zero, and with low
probability, an idle time of x. The expected value of RC is:

E[RC ] = 0 · x− 1

x
+ x · 1

x
= 1 (7)

The probability of a node being idle Pidle,C and the trans-
mission rate per link λC for all values of x are the following:

Pidle,C =
E[RC ]

1 + E[RC ]
=

1

2
(8)

λC =
1

1 + E[RC ]
=

1

2
(9)

We next consider the probability that a packet is successfully
received given that it arrives at an idle node. Using the capacity
achieving distribution, a node is idle for x units of time. For
a unit-length packet to be received successfully, it must have
arrived during the first x − 1 units of time of an idle period.
Since all transmissions are uncoordinated, a packet has equal
chance of arriving during any moment of that idle period.
The probability that that node will remain idle for the packet
duration using the capacity achieving distribution is:

PYC
= P(YC(t) > 1) =

x− 1

x
(10)

As x goes to infinity, PYC
goes to 1. The Multi-Beam

Uncoordinated Random Access MAC (MB-URAM) has the
following simple policy: transmit a packet of unit length to all
neighbors, and then go idle for RC time.

Theorem 2. Multi-Beam Uncoordinated Random Access MAC
asymptotically achieves a network throughput upperbound of
1
4N

2 as x goes to infinity, beamwidth goes to zero, and the
number of users N grows large.

Proof: As x → ∞, E[RC ] stays constant at 1, and PYC

approaches 1. Hence, as x → ∞, the per link throughput is:

lim
x→∞

T MB
URAM

=
1

1 + E[RC ]

E[RC ]

1 + E[RC ]
PYC

=
1

2
· 1

2
· 1 =

1

4

As x→∞, each link has a utilization of 1
4 . With N(N − 1)

links in the network, the achieved network throughput is
1
4N(N − 1), which approaches 1

4N
2 as N grows large.

We make a few observation regarding MB-URAM. While
on average, a node is transmitting 50% of the time, with large
values of x, any particular link will see long transmit periods
and long receive periods. The consequence of such a scheme is
that long delays can be potentially incurred by a packet waiting
to be transmitted. We discuss practical latency requirements in
more detail in Section V.

Finally, we note that the uncoordinated random access MAC
approach outlined above has an expected packet failure rate
of 50%. By being able to characterize the expected loss, we
can develop techniques to overcome this loss. While a more
thorough analysis of such mitigation approaches will be the
subject of future work, some potential approaches are forward
error correction (FEC) codes across the packets (such as
fountain coding [24]), selective or negative acknowledgments
(ACKs), or a combination of the FEC and ACKs.

In the next section, we consider the performance impact of
practical limitations on our uncoordinated multi-beam random
access MAC (including more realistic assumptions on power,
beamwidth, and latency constraints).
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V. PRACTICAL CONSIDERATIONS

In the previous section, we presented an uncoordinated
random access MAC approach for multi-beam directional
systems that asymptotically achieves the network capacity. For
this analysis, we made the following assumptions: (1) suffi-
cient power to support any number of simultaneous beams,
(2) beamwidths are sufficiently narrow that interference be-
tween users can be ignored, (3) that the inter-arrival time
between packet transmissions can grow arbitrarily large, and
(4) that the location of each user is known in advance. While
system design is trending towards being able to support a very
high number of simultaneous transmit and receive beams with
almost arbitrarily narrow beamwidths, we now evaluate the
proposed MAC without the idealized assumptions.

In Section V-A, we consider more realistic power constraints
at the transmitter for single and multi-rate systems. In Section
V-B, we analyze the latency characteristics of our uncoordi-
nated random access approach when we no longer allow the
idle time to have infinite variance. In Section V-C, we remove
the assumption of arbitrarily narrow beamwidths, and consider
a system where transmissions and receptions can interfere with
one another. In Section V-D, we discuss neighbor discovery
for multi-beam directional networks.

A. Multi-Beam Random Access under Power Constraints
In the ideal version of the uncoordinated multi-beam ran-

dom access policy presented in Section IV, when a node enters
a transmit phase, a packet is transmitted to all users and all
queues are serviced at the same rate. When only a subset
of possible beams can be formed, queues may be serviced
at different rates and backlogs can grow. Here we constrain
the maximum total transmission power of an array to be P ,
where power must be portioned across the set of active beams;
some beams might receive no power. Let B be the set of all
possible beams to other users, and let pi ≥ 0 be the power
allocated across beam i to transmit to neighbor i. The array
power constraint is then

∑
i∈B pi ≤ P . We wish to find a

power allocation that maximizes throughput. We first consider
a system with a single fixed data rate, and then we extend our
approach to a more general system where different transmit
power results in a different transmission rate.

Each node operates in an uncoordinated fashion, and thus
makes decisions independently. We study each transmitter
individually, and solve this as a multi-user downlink problem.
For each transmission we apply the Max-Weight policy for
power allocation [25]. This policy does not require knowledge
of the arrival rate vector, and is known to be throughput
optimal in that it supports all arrival rates that can be supported
by any policy. For each link i, the policy chooses a utility
ci = riqi, where ri is the rate of link i and qi is the
queue backlog of packets to be sent across link i. The Max-
Weight policy then chooses to activate the set of beams
arg max

∑
i∈B ci subject to the total power constraint.

1) Single Rate: For each link i, we assume the power pi to
support the rate of one packet per unit time is known. Since
the system supports only a single rate, ri = 1, ∀i ∈ B; hence

ci = qi. Let bi be a decision variable where bi = 1 if a
beam to user i is active, and 0 otherwise. The optimization
problem can be written as maxbi

∑
i cibi s.t.

∑
i pibi ≤ P

and bi ∈ {0, 1},∀i. This is a 0-1 knapsack problem where
ci is the value of item i, pi is the weight of item i, and P
is the total knapsack capacity. This problem is known to be
NP-Hard, and can be solved via a pseudo-polynomial dynamic
programming algorithm with run time O(|B| · P ) [26]. The
algorithm is said to run in pseudo-polynomial time because its
runtime is dependent on the number of bits needed to represent
the maximum transmit power. If the number of bits needed to
represent P is polynomial bounded, then the algorithm runs
in polynomial time.

2) Continuous Rates: Instead of assuming the system can
only support a single rate, we now allow for any possi-
ble rate to neighbor i by varying the transmit power pi.
We use an SNR model to calculate the rate of each link
i as ri = W log2(1 + pisi), where pisi is the SNR of
link i at transmit power pi. Parameters si are assumed to
be known for all links. Let the bandwidth scalar W = 1
for simplicity. The optimization problem can be written as
maxpi

∑
i qi log2(1 + pisi) s.t.

∑
i pi ≤ P and pi ≥ 0, ∀i.

This is a weighted power allocation problem, where queue size
qi is the weight of link i; this can be solved in O(|B|2) time
with a water-filling solution [27]. We note that for variable
rates, MB-URAM can use packets of equal time duration; all
packets in the network, regardless of rate, will be the same
length in time. This way, when a user transmits to multiple
receivers, no transmission will finish before any other.

B. Latency Constraints

We consider two users: transmitter u and receiver v. When
a packet from u arrives at an idle user v, v must stay idle
for at least a packet in length for u’s transmission to v to
be successful. For the capacity achieving distribution RC , the
probability that v will not interrupt a transmission from u is
x−1
x . Given that a packet from u finds v idle, the probability

that v stays idle goes to 1 as x goes to infinity. But, as x grows,
the expected length of an idle period becomes large, which
can lead to undesirable latency characteristics. Low values of
x result in shorter idle periods. The link throughput has the
following formulation as a function of x:

T (x) = λC · Pidle,C · PYC
(11)

=
1

2
· 1

2
· x− 1

x
(12)

The tradeoff of system throughput versus idle time x is
shown in Figure 2. We observe that most of the throughput
gain is achieved at relatively small values of x. For x = 5,
80% of the network capacity is achieved, and at x = 10, 90%
of network capacity is achieved. As described earlier, with
x→∞, the network capacity is reached asymptotically.

For asymptotic analysis, we assumed that a user always
has a packet to send to each of its neighbors during some
transmit period. We now examine delay characteristics for a
network with stochastic arrivals. At some particular node, we
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Fig. 2: Percent of the network capacity achieved vs. x

model the arrival rate of packets destined to neighbor i as
Poisson distributed with parameter γi. The capacity achieving
distribution RC has an expected service rate of E[RC ] = 1
and second moment of service rate of E[R2

C ] = x. The link
utilization factor to user i is ρi = γiE[RC ] = γi.

The average wait time W̄i of a packet in queue i in a
system with a Poisson distribution for arrivals and a general
distribution for service time (known as an M/G/1 queue) is
given by the Pollaczek-Khinchin formula [15]:

W̄i =
γiE[R2

C ]

2(1− ρi)
=

γi
1− γi

E[R2
C ]

2
=

ρi
1− ρi

x

2
(13)

We note that the classic M/M/1 queuing result has an
average wait time of ρ

1−ρ for a packet in a queue [15].
For multi-beam networks, the capacity achieving distribution
behaves similarly to an M/M/1 queue. In particular, operating
the network near capacity (i.e., ρi → 1) causes average packet
wait times to go to infinity. If we consider a system operating
at ρi = 1

2 and x = 5, we find that a packet waits in the queue
on average 2.5 units of time before being transmitted, which is
half the time of a full idle period (5 in this case). On average, a
packet arriving to a node will find that node in transmit mode
50% of the time, and the packet will encounter little to no
wait time in the queue. When a packet does arrive at an idle
node, on average, the packet will arrive in the middle of the
idle period, and it will not have to wait the entire idle time
before the next transmission period begins.

C. Multi-Beam Random Access under Realistic Beamwidths

We now remove the assumption that beamwidths are arbi-
trarily narrow. To analyze the effect that wider beamwidths
cause on network performance, we use the flat-top beam
model as described in Section III. We assume that a two
users point the center of their transmit and receive beams
at one another. Hence, at the receiver, if two transmissions
are within 1

2θ degrees of one another, then the two beams
interfere and neither message can be received. Similarly, at
the transmitter, beams cannot be formed to users that are
fewer than 1

2θ degrees apart of one another. This reception
and transmission model was demonstrated in Figure 1. Our
goal is to understand the effect that beamwidth has on the
achievable network throughput.

To simplify analysis, we use the following model. We
consider the network from the perspective of a single user v.
Nodes are uniformly distributed according to a two dimen-
sional spatial Poisson process with an average of n users per

square unit area. We assume v has a maximum range of π−
1
2 ,

and that any user within this range is considered a neighbor.
Hence, all neighbors of v exist in an area of one square unit,
resulting in an expected value of n neighbors. We assume that
all users in the network have the same beamwidth. All users
in the network operate independently and in an uncoordinated
fashion. Hence, the behavior of any node is independent of the
behavior of any other node in the network. We first consider
analysis at the receiver, and then we examine the transmitter.

1) Receiver Analysis: We analyze the rate of successful
transmissions from u to v. The link throughput is written
as T = λPrecv, where λ is the rate of transmission from
u to v and Precv is the probability that any packet is received
successfully at v. Unlike the link throughput for the asymptotic
analysis, Precv is not simply the probability that the receiver
is idle at the time of packet arrival and that it remains idle for
the duration of one packet; we now consider interference from
other users that are within the same beamwidth of u. Using the
capacity achieving distribution RC , users are transmitting half
of the time and receiving half of the time. At the time of packet
arrival from u, v must not be actively receiving packets from
users that are within 1

2θ degrees in either direction of u, for
a total of θ. Using distribution RC , we label this probability
Pu,θidleC

. The number of users that are within 1
2θ degrees in

either direction of u is labeled as random variable Z, where
Z is Poisson distributed with parameter n θ

360 . We label the
event that v is not receiving a packet from any user in Z
at the time a packet arrives from u as Zuidle. We now derive
Pu,θidleC

.

Pu,θidleC
= P(Zuidle) (14)

=

∞∑

z=0

P(Zuidle|Z = z) ·P(Z = z) (15)

=

∞∑

z=0

(
1

2

)z
· (nθ/360)z

z!
e−nθ/360 (16)

=

∞∑

z=0

(nθ/720)z

z!
e−2nθ/720 (17)

= e−nθ/720
∞∑

z=0

(nθ/720)z

z!
e−nθ/720 (18)

= e−nθ/720 (19)

We note that the summation in (18) is across the entire prob-
ability mass function of a Poisson distribution with parameter
n θ

720 , which sums to 1.
Next, given that v begins successfully receiving a packet

from u, all users within 1
2θ degrees of u must remain idle for

at least one packet in length; we label this probability Pu,θY .
Each node has a probability of not transmitting for at least one
packet in time starting at t of P(Y (t) > 1). Using the capacity
achieving distribution RC , P(YC(t) > 1) = x−1

x , which goes
to 1 as x→∞. Using similar analysis as was used to derive
Pu,θidle, we find the following:

Pu,θYC
= e−nθ/720x (20)
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Fig. 3: Percent of maximum link utilization achieved for different
beamwidths with respect to the average number of neighbors n

As x goes to infinity, the probability that a transmission
from any neighboring user will interrupt the ongoing packet
transmission from u at v goes to zero. We can now calculate
the per link throughput from u to v for a system with
beamwidth θ. The throughput formulation is similar to that
done for the asymptotic analysis, but now includes the addition
of interference from users that are within 1

2θ degrees of u.

T θC = TC · Pu,θidleC
· Pu,θYC

(21)

= λ · PidleC · PYC
· Pu,θidle · P

u,θ
YC

(22)

=
1

4
· x− 1

x
· e−nθ/720 · e−nθ/720x (23)

The final result for link throughput T θC matches intuition.
As beamwidth θ goes to zero, the impact of any interfering
neighbor becomes negligible. As x goes to infinity, the proba-
bility that a transmission from u to v will be interrupted by the
start of a transmission from either v or from some interfering
neighbor goes to zero.

In Figure 3, results are shown for different values of θ
when x = ∞ with respect to the number of neighbors a
user has. For narrow beamwidths, there is little loss with an
increased number of neighbors. For 2◦ beamwidth, over 30
neighbors can be supported with only a 10% loss in maximum
link utilization. A 5◦ beamwidth is able to support 90% of
link capacity with 15 neighbors, and 80% with 30 neighbors.
At wider beamwidths, not surprisingly, fewer users can be
supported. At 20◦, 8 neighbors can still be supported at 80%
of link capacity, but with 20 neighbors, capacity drops to 50%.

We now look to improve performance for systems with
wider beamwidths. Up to this point, we assumed a single-
channel system where any two transmissions towards some
receiver that are within 1

2θ degrees of one another will inter-
fere. To improve the reception probability of our uncoordinated
MAC, we propose the following system modification: increase
the number of channels from 1 to k. If two transmissions are
within a beamwidth of one another at a receiver, but are on two
different channels, then we assume that they do not interfere.
We still maintain half-duplex constraints at the receiver.

We implement the following simple policy for a multi-
channel system: at time of transmission, a user randomly
selects one of the k available channels for each outgoing
packet. We label the probability that at a particular time, v
is not receiving any packets from any users on channel k as
Pu,θ,kidleC

. Given that v begins successfully receiving a packet on
channel k from node u, we label the probability that no packet
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Fig. 4: Percent of maximum link utilization achieved for beamwidths
of 10◦ and 20◦ with respect to the number of channels k and number
of neighbors n

arrives at v on channel k from any nodes within 1
2θ of u as

Pu,θ,kYC
. We leave out the full derivation of Pu,θ,kidleC

and Pu,θ,kYC

due to space constraints.

Pu,θ,kidleC
= e−nθ/720k (24)

Pu,θ,kYC
= e−nθ/720kx (25)

In Figure 4, results are shown for beamwidths of 10◦ and
20◦ and different values of k when x = ∞. Moving from
one to two channels offers significant improvements. For 10◦

beamwidth with 15 neighbors, maximum link utilization goes
from 80% to 90%. At 30 neighbors, two channels allows 80%
of maximum utilization to still be obtained with 30 neighbors.
For 20◦ beamwidth with 15 neighbors, link utilization goes
from 65% to 80% of the maximum. Going to five channels
offers significantly increased improvements, and at ten fre-
quency channels, almost the entire maximum link utilization
is achievable for both 10◦ and 20◦ beamwidths operating with
a large number of neighbors.

2) Transmitter Analysis: We next consider transmissions
from user v to its neighbors. When beamwidth goes to zero,
v can transmit to all of its neighbors without having any
of those transmissions interfere. But, when beamwidths grow
large, beams cannot be formed to users that are fewer than 1

2θ
degrees apart of one another. To fairly serve users, we propose
two greedy approaches for deciding to whom to transmit:
(1) Random Shuffle and (2) Greedy Max-Weight.

For the Random Shuffle approach, in each transmit period,
randomly permute the users and pick users starting from the
beginning of the list. Consider two users a and b, ordered 1
and 2, respectively. If a transmit beam to user b interferes with
a beam to user a, a beam will be formed to a and not to b.
Every transmit period, there is a 50% chance that user a will
be ahead of user b. This provides a fair allocation of resources
across all of the potential beams.

For the Greedy Max-Weight approach, each neighbor will
have a cost assigned to its link according the size of that link’s
queue backlog (similar to how costs were assigned to link in
Section V-A). For Greedy Max-Weight, sort users according
their cost, and in a similar fashion as Random Shuffle, pick
users from the beginning of the list. If two transmit beams
interfere, the one that is higher on the list will be selected. As
a link’s queue grows in size, it will move higher on the list,
and that link will eventually be selected.
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D. Discovery for Adaptive Multi-Beam Directional Networks
We previously assumed that the location of all neighbors

are known, allowing users to properly form transmit beams to
the correct location and at the correct power level. While this
may be the case in static or slow-moving networks, in many
networks, the set of possible neighbors and their respective
locations change and need to be continuously discovered.

In directional networks without digital beamforming capa-
bilities, receive beams must be formed before a transmission
begins to successfully receive a packet. This requires precise
time synchronization and designated discovery time slots. The
discovery problem is made even more complex when only
a small number of beams can be activated simultaneously.
Users search for neighbors in all possible directions, and a
complex coordination algorithm is required to ensure that two
users will be guaranteed to have a transmit and receive beam
point at one another at some point in time [28]. To avoid this
complexity, some papers have suggested that for discovery,
receivers operate in omni-directional mode [20]. While this
does reduce some of challenges associated with directional
discovery, it eliminates many of the benefits of directionality.
An omni-directional receive mode for discovery results in
reduced antenna gain, higher interference between packets at
the receiver, and for the case of military networks, increased
risk of being jammed.

With digital beamforming, the discovery process is greatly
simplified. Transmitters can use any transmit period to send
discovery messages, and users can send discovery messages
across a subset of beams and data packets across others.
On the receive side, receivers can listen across all beams
in all directions simultaneously, and any user in idle mode
can receive multiple simultaneous discovery messages from
different users without the need for any designated discovery
periods. Once a user receives a discovery message, it learns
the location of the transmitter, and it can send a return message
to establish a link between the two.

VI. CONCLUSION

In this paper, we presented a multi-beam uncoordinated ran-
dom access MAC (MB-URAM) for emerging systems capable
of adaptive digital beamforming. MB-URAM asymptotically
achieves the network capacity upper bound as beamwidth
goes to zero, the number of users grows large, and latency
requirements are relaxed.

We then considered practical considerations on the perfor-
mance of MB-URAM, including power constraints, latency,
beamwidth, and neighbor discovery. Analysis was performed
showing that MB-URAM still performs well even when re-
alistic constraints are imposed. Numerous algorithms were
proposed to help improve the performance of MB-URAM
under these practical constraints.

Future areas of study include analyzing the performance
of MB-URAM using higher fidelity physical layer models,
proposing appropriate channel coding techniques, and per-
forming analysis and evaluation of MB-URAM for multi-hop
networks.
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